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Review Handout for Discrete PDFs

A.1l. Discreteuniform
1

f(xk)==

(x;k) "

k = number of elements in sample space
X = outcome is one distinct element

A.2. Binomial

ano X N X
b(X;n,p)=gXJED q
2

Cumulative binomia in Table A.1 of WMM.

n =# of (independent, repeated, with
replacement, only 2 outcomes) Bernoulli trials
p = probability of successon onetrial

g =1- p = probability of faillure on onetria
X = # of successes

A.3. Multinomial

& n 0L
m({x};n,{p},k)=gx NE o1
1 X5 X,

Ji=1

k = # of different types of outcomes

n = # of (independent, repeated, with
replacement) Bernoulli trials

p, = probability of typei success on one trial

X, = # of successes of typei

A.4. Hypergeometric
ol cabl - ko

hOcN,n,k) = %"“ for x =0,1,2...n
0
ing

N = # of elementsin population

n = # of elementsin sample, drawn without
replacement

k = # of outcomes labeled successin
population

X = # of successesin sample

A.5. Multivariate Hypergeometric
a, (e, B, 0 &y 0
B, o, 3 5 ¥,
2blo
NG

ha (x5 N0, {a} k) =

k = # of different types of outcomes

N = # of elementsin population

n = # of elementsin sample, drawn without
replacement

a, = # of outcomes labeled success of typei in
population

X, = # of successes of typei in sample

A.6. Negative Binomial
x-k

* &('10
b"(x:k,p) = p~
(ckp)=g _10'a

forx =k,k+1,k+2...

X = # of (independent, repeated, with
replacement, only 2 outcomes) Bernoulli trials
P = probability of success on one trial

g = 1- p=probability of failure on one trial
K = # of successes

A.7. Geometric
g(x;p) =pg*?t forx=1,23...

X = # of (independent, repeated, with
replacement, only 2 outcomes) Bernoulli trials
P = probability of success on one trial

g = 1- p=probability of failure on one trial

A.8. Poisson

-1t X
p(x:| t) = C L =0,1,2...

t =thesize of theinterval

| = therate of the occurrence of the outcome
X = the number of outcomes occurring in
interval t.

Cumulative Poisson PDF in WMM Table A.2.
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B.1. Continuous uniform

A = lower limit of random variable

1 1 B = upper limit of random variable
f(x;A,B) = ,lﬂ for A£X£B x = outcome of uniform selection
f O otherwise
B.2. Normal M= population mean
1 %36%192 s = population standard deviation
e " ° x = random variable of normal PDF

f(x;ms) = Japs

Cumulative standard normal PDF givenin

Table A.3 of WMM, need z = >~ "
S
B.3. Gamma a =#of events
i 1 Al xib b = mean time to failure, or mean time between
: = e forx>0 _
fo(xa,b) =1 b*QEa) events (must have same units as x)
f 0 elsewhere | X =time of interest

Incomplete Gamma Function given in Table

A.24 of WMM, need y :%

B.4. Exponential (gammawith a =1)
1 1

b = mean time to failure, or mean time between
events (must have same units as x)

f.(xb)=1 b° forx>0 x = time of interest

} 0 elsewhere
B.5. Chi-squared vV = n-1= degrees of freedom,
f.(XV) X = random variable

Critical values of the Chi-squared distribution
aregivenin Table A.5 of WMM.

a=1-F,(xv) =P(X>x)

B.6. t-distribution

f.(X; V)

Critical values of the t-distribution are given in
Table A.4 of WMM.

v = n-1= degrees of freedom,
X = random variable
a=1-F(xv)=P(X>Xx)

B.7. F-distribution

fF(Vl’VZ)

Critical values of the F-distribution are givenin
Table A.6 of WMM.

v, =n, - 1= degrees of freedom of variable 1
V, =n, - 1= degrees of freedom of variable 2
a=1- F(x;v) =P(X>Xx)




